
TABLE III
IMPLEMENTATION DETAILS

Hyperparameter Value

Discount Factor γ 0.99 (0.95 for PushChair)

Adam β1 0.9

Adam β2 0.99

Policy learning rate λπ 0.0003

Q-function learning rate λQ 0.0003

Mini-batch size 256 (1024 for PushChair)

Replay buffer size 1M
Num. of retraining steps

(Ant, HalfCheetah, Hopper, Walker2D) 1M

Num. of retraining steps (Humanoid) 4M

Num. of retraining steps (PushChair) 2M

Num. of evaluation episodes 5

Evaluation interval 5000

Dropout rate 0.1

Temperature of LVLMs (LaMOuR) 0.0

SUPPLEMENTARY MATERIAL

A. Implementation Details

In this subsection, we describe the implementation details
of our method and baselines. For all environments, the
policies and Q-functions of all methods are implemented as
two-layer multi-layer perceptrons (MLPs) with 256 hidden
units per layer. Each layer employs ReLU activation. All
methods are optimized using the Adam optimizer [38].
The hyperparameters used for the experiments are listed in
Table IV. We employed the automated entropy adjustment
proposed in [39] for the entropy coefficient α. Note that the
same set of hyperparameters is applied across all methods.

B. Environmental Details

1) DeepMind Control Suite Humanoid Environment: The
original task of the Humanoid environment is to control a 3D
bipedal robot, to walk forward as quickly as possible without
falling over. During learning the original task, the episode
is terminated when the agent falls over. This termination
condition is implemented by checking whether the height
of the torso, htorso, is within a healthy range.

In our experiment, we retrain the policy in a state where
the agent is lying on the floor. This state is an OOD state that
the agent has never encountered while learning the original
task, as the state lies outside the termination condition. The
expected recovery behavior of the Humanoid in this OOD
state is to stand up and return to an upright position.

2) ManiSkill2 PushChair Environment: The original task
of the PushChair environment is to control the dual-arm
Panda robot to push the chair to the goal position. We made
a slight modification to the environment, terminating the
episode when the chair begins to fall over. This termination
condition is implemented by checking whether the tilt angle
of the chair, θchair, exceeds a certain threshold.

Accordingly, we modified the reward function of the
original environment. The original reward, designed to be
negative to encourage faster success, leads to agent suicide
when the agent can terminate the episode by tipping the

TABLE IV
ENVIRONMENTAL DETAILS

Environment Termination Condition OOD State Scaling Coef. (λ)

Humanoid not (1.0 < htorso < 2.0) htorso = 0.105 0.05

PushChair θchair > π/5 θchair = π/2 0.01

chair over, resulting in a higher cumulative reward compared
to completing the task properly. Therefore, we modified the
stage reward to be positive and introduced a large penalty to
discourage the agent from tipping the chair over. However,
making the stage reward positive no longer incentivizes fast
success. Since reward design in the original environment is
beyond the scope of this research, we leave it as future work.

Moreover, we modified the state information provided
to the generated reward code creward because the original
state from the environment lacks sufficient information for
accurate reward calculation. For instance, The original state
only includes the chair’s position, orientation, and velocity
as its state information. However, to evaluate whether the
dual arm successfully grabs the chair, it is more relevant
to use the distance between the dual arm and the nearest
point on the chair, rather than the distance to the chair’s
center. To address this, we augment the state only when it
is passed to the generated code creward, while the agent’s
policy continues to use the original state.

In our experiment, we retrain the policy in a state where
the chair has already fallen to the floor. This state is an OOD
state that the agent has never encountered while learning
the original task, as the state lies outside the termination
condition. The expected recovery behavior of the agent is
to use its dual arms to grab the chair and lift it back to
an upright position. The few-shot example used for Code
Generation is illustrated in Fig. 12.

C. Environment Description

As outlined in the original paper, we provide environment
descriptions containing state and action information to the
Code Generator to generate environment-specific recovery
reward code. An example of the environment description for
the MuJoCo Ant environment used in our system is shown
in Fig. 13.

D. Full Prompts

We include all the prompts used for our system in Fig.
14–17.
• OOD Description: Fig. 14
• Behavior Reasoning: Fig. 15
• Code Generation: Fig. 16, 17



Fig. 12. Few-shot example utilized in the PushChair environment.



Fig. 13. Environment description for the MuJoCo Ant environment.



Fig. 14. Prompt for the OOD Description.

Fig. 15. Prompt for the Behavior Reasoning.



Fig. 16. Prompt for the Code Generation (1/2).



Fig. 17. Prompt for the Code Generation (2/2).
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